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SUMMARY

To minimize the drag of a 3D object placed under Stokes flow, an adjoint variable method based on the
variational principle was formulated and applied to the finite element method. The optimality condition
of the present method consists of the state equations, the adjoint equations, and the sensitivity equations.
As related techniques, a smoothing method for the surface mesh, a method to guarantee the constant
volume condition, and a mesh relocation technique using the biharmonic equation were developed. These
techniques are crucial in realizing shape optimization. To overcome such difficulties as heavy computational
burden and large memory requirements, the present system was implemented with the data compression
technology supplied with the parallel software library HEC-MW. Also, by utilizing HEC-MW, the program
was efficiently parallelized, and the number of program lines was dramatically reduced. By the proposed
shape optimization method, the drag on a cylinder was reduced by about 25% under a Stokes flow
condition. Copyright © 2008 John Wiley & Sons, Ltd.

Received 27 March 2007; Revised 13 October 2007; Accepted 20 October 2007

KEY WORDS: shape optimization; CFD; FEM; HEC-MW; adjoint variable method; Stokes flow;
smoothing; mesh deformation

*Correspondence to: Kazunori Shinohara, Intelligent Modeling Laboratory (IML), University of Tokyo, 2-11-16,
Yayoi, Bunkyo-ku, Tokyo 113-8656, Japan.
TE-mail: sinohara@nihonbashi.race.u-tokyo.ac.jp

Contract/grant sponsor: Japan Atomic Energy Agency

Contract/grant sponsor: Intelligent Modeling Laboratory
Contract/grant sponsor: HEC-MW group

Copyright © 2008 John Wiley & Sons, Ltd.



120 K. SHINOHARA ET AL.

1. INTRODUCTION

The goal of shape optimization is to transform the external surface of an object to obtain increased
performance, high reliability, and low cost. Shape optimization in the present study means deriving
the optimal shape to minimize (or maximize) a cost function under some constraints. Historically,
the shape optimization technique has been employed in a wide range of fields. In the industrial
products affecting fluids, the optimal shape for an airplane wing has been obtained by using sensi-
tivity analysis [1]. Shape optimization has also been applied to the hull shape [2], the turbine
wing shape [3], the horn shape, etc. [4]. These studies involved shape optimizations for large
objects under unsteady flow. On the other hand, Stokes flow (i.e. steady, low Reynolds number
flow) analyses such as those performed in microfluidics have been needed since the 1990s. These
analyses are mainly used in the development of medical devices such as DNA chips [5], blood
pumps [6, 7], dielectrophoretic devices [8], and grooved structures [9]. In microfluidics, fluids
inside devices cannot be easily transported through the structure (e.g. channels) because of the
traction generated by the wall. Also, fluids will not easily mix since turbulences are difficult
to generate. Thus, the flow inside microdevices remains to be a Stokes flow and the Reynolds
number is extremely low. In recent years, the building of optimal structures with respect to both
fluid transportation and fluid mixture was investigated [10, 11]. However, such a kind of micro
and nano system technology has not been fully developed yet. As experimental microfluidics
and nanofluidics are very difficult to realize, theoretical and computational methods play a rela-
tively dominant role at the present time. Stokes flow analyses have therefore become increasingly
important.

In studies of the shape optimization under Stokes flow, shape optimization algorithms to mini-
mize the drag on an object under a constant volume condition have been studied [12]. Sano and
Sakai constructed a 2D optimal shape that minimized a cost function under a constant area by
using the Stokes equation [13]. Bessho and Himeno presented an inverse procedure for mini-
mization of the drag [14]. Taseli et al. employed a geometrical shape function to tackle the
problem by using the simplex method [15]. Ganesh used Pironneau’s algorithm to reduce the drag
on an object and obtained an optimal shape [16]. Huan and Modi investigated 2D minimum-
drag bodies for a range of Reynolds numbers varying from 20 to 100000 [17]. Wagner et
al. developed a numerical shape optimization tool for asymmetric minimum-drag bodies using
evolution strategies [18]. Katamine and Azegami proposed the traction method and obtained
the same optimal shape as that of Pironneau [19]. By using variational approaches, Richardson
considered the problem of designing the section of a cylinder to minimize the drag on it [20].
Kim and Kim carried out shape optimization for low Reynolds numbers (Re<<40) by using
the Navier—Stokes equations [21]. Datta and Srivastava constructed the maximum drag profile
of an axis-symmetric body under Stokes flow [22]. Lund et al. presented a gradient-based
shape optimization method for strongly coupled stationary fluid—structure interaction problems
[23]. Using an adjoint variable method, Yagi and Kawahara solved steady and unsteady flow
problems after a careful comparison of the optimal shape that they obtained with Pironueau’s
result [24]. Matsumoto used the bubble function in his shape optimization algorithm and solved
unsteady flow problems [25]. Guest presented the topology optimization for objects in Stokes
flows [26].

In the above-mentioned studies, various optimization methods, both probabilistic and deter-
ministic, were used. Among the former, genetic algorithms (GAs) are mostly used, while,
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SHAPE OPTIMIZATION USING ADJOINT VARIABLE METHOD 121

in the latter, the adjoint variable method seems to be the method of choice because it has the
advantage of being able to obtain the sensitivities for all design variables from a single flow calcu-
lation. Regarding numerical methods, in the context of shape optimization of complex structures
such as microdevices, discretization based on the finite element method (FEM) is recently more
often employed than the one based on the finite difference method. Therefore, in the present study,
we are based on the adjoint variable method and FEM.

In the shape optimization problem involving complex structures, complicated flow and large
deformations of objects, combinations of both adjoint variable method and peripheral techniques
are demanded. We identify five major issues in realizing a high-quality shape optimization based
on the adjoint variable method.

The first issue is smoothing. As the object is deformed according to the sensitivity, the
object surface that is initially smooth gradually becomes irregular [27]. This irregular surface
partly causes negative volume elements in the finite element and consequently the fluid compu-
tation cannot be continued. When a low-resolution mesh is used the surface stays regular,
as the number of control points (nodal points) is rather small. However, the accuracy of the
optimal shape is rather low. For this reason, high-resolution meshes have to be employed.
Such high-resolution meshes contain many control points that cause the shape to become
irregular in the deformation process. Thus, a smoothing method for the surface mesh is
necessary.

The second issue is large deformation of objects. When the object shape is largely deformed
from the initial shape, some finite elements could have a negative volume in the shape deformation
process. In consequence, robust mesh deformation becomes a necessity.

The third issue is the constraint of constant volume. According to sensitivities, the volume of
objects finally becomes negative, leading to an unrealistic deformation. Therefore, techniques of
applying the constant volume constraint are demanded on the real design.

The forth issue is parallel computing. High-resolution meshes should be necessary to obtain
more accurate results and construct more detailed optimal shapes. Parallel techniques are natu-
rally needed to distribute the large calculation load resulting from the use of a high-resolution
mesh.

The fifth issue lies just in the adjoint variable method. To appropriately implement the above-
mentioned techniques in the sensitivity analysis based on the adjoint variable method, both the
calculation procedure and the theoretical derivation (to obtain the state, the adjoint, and the sensi-
tivity equations) of this method should be specified. Fusion techniques to match these techniques
with the adjoint variable method are demanded.

In this study, versatile combined techniques consisting of sensitivity analysis based on
the FEM, smoothing, constant volume condition, robust mesh modification, and parallel
computing using the HEC-MW [28] are proposed. First, the Laplace smoothing method is
applied to the surface shape. Second, the biharmonic equation consisting of the fourth deriva-
tive is applied to deform the mesh. Following, an iterative control approach with respect
to the constant volume is implemented. Next, the shape optimization algorithm is paral-
lelized by utilizing parallel library HEC-MW. Last, the adjoint variable method containing the
discretized approach based on FEM is presented. By using these combined techniques, 3D
cylinder optimization, which is not conventionally performed, is tried. The effectiveness of
the shape optimization algorithm is shown by comparing the present results with Pironneau’s
results [12].
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2. ADJOINT VARIABLE METHOD

2.1. Definition

In Figure 1, the solid line and the dotted line schematically show the initial shape and the optimized
shape in the fluid, respectively. We denote by Q the computational domain. We denoted by T, y,
and ¥ the boundaries of the computational domain. We defined I" as follows:

M=Tg+Tw+Ts+In+Tu+Tp+y=y+7y (0

where subscripts E, W, S, N, U, and D indicate the boundary parts. We denote time and the 3D
spatial coordinate vector as follows:

reR! 2
X=(x1,x2,x3) T =(x,y,2)TeR® inQ 3)

The coordinates of the object are defined as follows:
S=(s1,52,53)"€R’ onycQ ©))

A unit normal vector on the surface shape 7 is defined as follows:

n(S)=(n1(S),n2(S),n3($)"eR? ony &)
A unit normal vector on the boundary is also defined as follows:
n(X)=(11(X),n2(X),n3(X)" €R* on I'n, T's, F'w, T, Ty, T (©6)
Ty $n(™X]
I
4 The tangent line n(S)
\ ,g.f object
> / The normal line
i f object
] F o r
D/ The surface .. DN n(’E X) R
FE
< The boundary
FW I
n( " X) The optimal
...................... object
Q N\ S
The computational domain . )
The initial object
Iy ¥nl"X
Figure 1. Variables and notations.
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The unity vector is used in the cost function. We define the velocity vector as follows:
u(t, X) = (1 (6. X), u2(1, X),u3 (1, X) " = ((t. X), v(t,X), w(t. X)TeR® in Q (7)

and the state variable vector is
W(t,X) = (W) (£, X), Wa(t,X), Ws(t, X), Wa(t,X))T

=(p,X),ut,X),v#,X), w,X)TeR* inQ (®)

where p denotes the pressure. The adjoint variable vector depending on time and spatial coordinates
is defined as follows:

Mz, X) = (A1 (2, X), Ao (1, X), 13(1,X), 24, X)TeR* in Q )

where 11 represents the adjoint pressure and Ay—A4 represents the adjoint velocity vectors. The
superscript (n) shows the nth time step. The subscript [i] shows the node number. The subscript (m)
shows the element number. The subscript (k) shows the kth shape step. The shape step represents
the number of shape modifications from the initial step to the optimal one. For example, the kth
velocity of both the node [i] and the element (m) in the time step (n) is defined as follows:

u = @ 1 5. o)

() ) 0 T . 3 .
((u)(k) (i1 (,(()’)[l] (k)U), n,k,i=0,1,...€eR> inQ (10)

@) = Gy m) W oy, 300, )

) () w® _ 3.
—(u(ka) Uiy im) Wik ( m>) n,k,m=0,1,...eR’> in Q (11)

In the case that there is the same subscript i in the same term, the subscript i is the summation
convention as follows:

a;bj=a1b1+ayby+azb;, i=1,2,3 (12)

2.2. Problem

To minimize the cost function under constraints, we formulated the Lagrange function by intro-
ducing the adjoint variables. The adjoint variable method is based on the variational method. By
introducing Lagrange multipliers called adjoint variables, the constrained optimization of the cost
function is transformed into the unconstrained optimization of the Lagrange function. A circular
cylinder is placed in the computational domain Q, as shown in Figure 2. I" is the N-S-E-W
boundary at north, south, east, and west. y represents the surface of the object under optimization.
A fluid flows in on the boundary I';, and flows out on the boundary I'g. The origin of coordinates
is at the center of the cylinder.
In this paper, as the cost function, the traction force on the surface y is defined as

ou v Ju ow Ou
J(S)=— —Er— — dydr eR! 13
®) / /(S)K B )’“*”(a ay)”2+”<ax+az>”3} pdreRe (1)

The surface domain y(S) depends on S. #; and f. show the start of the test time and the end of
the test time in the optimization. We formulated the Lagrange function by introducing the adjoint
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Back side

Figure 2. Computational domain and boundary conditions.

variable as follows:

0 0 6
L(S) = J(S)+/ / (u - w)‘mdt
Q(S) 6y 0z
+/te/ ; ou 1517_’_2 0 8u+ 0 (8v+0u>+ 0 <8u+aw>}d§2dt
— vtV |+ |tV | T
1, JOS) | "o pox Ox ox 0y \dx 0y 0z \ 0z 0x
+/te/ ; ov 13P+ J <6u+6v>+2 0 6v+ 9 (av—{-aw)}dﬂdt
_— 4y | —4+= Ve Ao TV A T Ay
W Jaw S o poy  ox \dy ' ox Oy oy  0z\oz 0y

+fte/ p —6—w—la—p+vi(6—”+a—w>+vi<av+aw)+2 2 g0are
L Joas U o paz ax\az ax )T oy \az oy 0z 0z

(14)

where A; shows the adjoint pressure corresponding to the pressure p and A,—A44 show the adjoint
velocity corresponding to the flow vector (u#,v,w). The above equation can be transformed as
follows (see Appendix A for details regarding this transformation):

fe ou;  Ouj
L(S)=J(S)+/ f ii+1{—£ni+v< =iy ”’)nj}drdz
ts JI(S) p ox;  0x;

le 1 04; 0A;
—/ / u; {——imﬁ-v( Lt + JH)nj}dth
. JT(S) p 0x; 0x; ‘
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/ / ((’Mz 5;3 6A4)de

t Q(S) dy 0z

/ / {6A1+1 _16)»1 +Vi (a)vj+1 +aAl+1>}det
Q(S) ot o ax,- axj' 6xl~ 6xj

_/ [}"l“rlul];:dQ’ l1]=19273€R1 (15)
Q(S)

In the above equation, the summation convention is used. The adjoint variable method consists of
the state equation, the adjoint equation, and the sensitivity equation.

2.3. State equations

The state variable is calculated by solving the state equation, the stationary condition that is
obtained by taking the derivative of the Lagrange function with respect to the adjoint variable A
as follows:

T
OL(S) =<aL(S) OL(S) OL(S) aL(S)) py— 6

Oh 0A1 0y 03 04

The state equation is derived from the above equation. It consists of the continuum and the
Navier—Stokes equations. The Navier—Stokes equation consists of the time derivative term, the
advection term, the pressure term, and the diffusion term as follows:

6u+(7v+6w 0 inQ 17
—+—+—=0 in
ox 0y 0z
ou l(?p_{_2 66u+ 6<6v+6u>+ 6<6w+0u> 0 inO (18)
—_— = ——+tv——+—)+v—|—+—]=0 in
ot pox Ox dx  dy \Ox Oy 0z \ 0x Z
dv 1dp 0 (Ou Ov Jd o0v 0 (ow 0Ov
L ) i () =0 inQ 19
o pdy ox (ay+ax)+ Vayay”az( v z) - (1%
1
w Ndp 0 (B w0 (0 dw e o g
ot poz O0x\dz Ox 0y \0z 0Oy 0z 0z

In the state equation, the boundary condition is shown as Table 1.

Table 1. Boundary conditions.

Domain State equations Adjoint equations
Ty u=0.01,v=0,w=0 A1=0,2p=0,43=0,44=0
I'g p=0 A1 =0, /12 0,43=0,44=0
I'n, I v=0 A1=0, A2 0,43=0,/4=0
FU, FD w=0 i] 0, /uz 0, /13 0, )»4 0
Y u=0,v=0,w=0 Ap=1,43=0,24=0
Copyright © 2008 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 2008; 58:119-159
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2.4. Adjoint equations

The adjoint variable is calculated by solving the adjoint equation, the stationary condition that is
obtained by taking the derivative of the Lagrange function with respect to the state variable W as
follows:

T
dL(S) (6L(S) OL(S) 0L(S) (3L(S)) _0cR? 21

oW \ dp ou v ow

The equation derived from the first element of Equation (21) is as follows:

JL(S fe fe
( ) f / —nldydt+/ / —( Air1n;)dldr
7(S) P re) P

/ / (% ) 6i4>det_OeR1 (22)
Q@) P 0z

Since the above equation should be satisfied at arbitrary time and space, the computational
domain Q term, the boundary I" term, and the surface boundary y on the object should be equal
to zero. Thus, from Q term of Equation (22), we obtain

0dy 043  OM4
—+—+—=0 onQ 23
ox 0Oy 0z (&3)
7 term is as follows:
—Jany—A3np—A4n3=0 ony 24)

The above equation should be satisfied at arbitrary normal vector as follows:
(2 43 A4)=(100) ony (25)
The  term is as follows:
—Jony—A3ng—A4n3=0 on Y (26)
The above equation also should be satisfied at the arbitrary normal vector as follows:
(A2 43 44)=(0 0 0) ony (27)

The other boundary condition is determined in a similar way (see Table I). The equation derived
from the second element of Equation (15) is as follows:

oL fe 07 O/
(S) / / {——mm—l—v( A2+0 ]H)nj}dl"dt
') 5)6] ax

fe 0dy 102 0 (04 oA
+/ / {ﬁ——ﬁw—( oy 2)}der
i Jas) L 0t p ox 0x;j Ox 0x;

—/ [Z2]k dQ=0€R! (28)
Q(S) ]
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The first integral term of the right side is as follows:

, 0dy 04 0y 04 0dy 0L
—A1n1+u<62+6—2> <02+a3> ny+u (82 64>n3=0€R1 onlT  (29)
The third integral term of the right side is as follows:

Ja(te, X) = 1o (15, X) =0€R'  in Q (30)
The second integral term of the right side is as follows:
0dy 104 0 04 0 (04 O 0 (04 0
2 104 , 0 2+_<_2 As) <2+/L4
dy  Ox Gz 0z Ox

v
ot p Ox 0x 0x dy

Equation (31) causes inverse diffusion problems because the viscosity term in Equation (30) has the

same positive sign as the time derivative term [29, 30]. Inverse diffusion problems cause numerical

oscillations and cannot converge. For stability reasons [31], the backward time is defined as follows:

t=—1eR!' inQ (32)

) 0eR' inQ (31)

By using Equation (32), Equation (31) becomes as follows:

D2 10 D0k 8 (T T, 0 (O O

—+—= ) 0eR! inQ (33
ot p oOx 0x Ox dy  Ox 6z 0z Ox

Adjoint equations are eventually calculated by using stokes equations in backward time, while
the state equations are calculated by using Stokes equation in forward time.
Similarly, the equations derived from the third element and the forth element are as follows:

. 022 a/g 513 813 ) (0)»3 024 ) 1
_ R R 2y =0eR r 34
Amﬁ—,u(ay + o ) ni+u (6)) + 2y ny+u p 2y n3 € on (34)
23(te, X) — 23(1,X)=0€R' in Q (35)
(’7‘23 1 021 0 (’7‘22 613) 0 ((’7‘23 6/13) <6/L3 (714) 1.
—_— — —4+— — — =0ecR Q (36
ot p dy +v8x ( 0y + 0x +v8y 0y + 0y e 0z \ 0z * 0y m (36)
B (322 am 5/14 @)@ ('7‘24 5/14 1
— — 4+ — =0eR r 37
A1n3+u<a +6> (ay+az>2+“<az+az>3 € on (37)
Ja(te,X)— 241, X)=0€R! inQ (38)
/ 1 / 0 / A A
O L0 0 (O 0, 0 (0 08), 8 (U0 oot e
ot pdz Ox\ 0z Ox oy \ 0y 0z 0z \ 0z 0z

2.5. Sensitivity equations

The derivative of the Lagrange function with respect to X e€R? is the sensitivity equation. The
value of the partial differential represents the sensitivity. The sensitivity equation is as follows:

aLES) (aL(S) OL(S) aL(S)>T_0

— (40)
0X ox 0y 0z
Copyright © 2008 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 2008; 58:119-159
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The equation derived from the first element of Equation (40) is as follows:

0y 0ly 0ly 03 0y 0lg ou
) A R A R A W -
{ ln1+'u<6x+8x)nl+'u<8y+8x>n2+'u<az+8x)n3}8x

N { P (622 N 6/13) N (623 N 623) N (623 N 624) } ov
—n —+—n —+—n —+—|n3; —
tn2Th dy  0x 1T oy 0Oy 2TH 0z Oy .

+{ Lt (8),2+6i4) n (6/144_6).3) N (8)v4+6/14) }éw
—AMn —+—|n —+——|n —+——|n3 —
3T 0z 0Ox LA Jdy 0z 2T h 0z 0z 3 ox
=0 (=36S)eR' ony (41)
(See Appendix B for details regarding this transformation.)
The equation derived from the second element and third element in Equation (40) is as follows:

0dy 04 0dy 04 0Ay 04 0
—/11H1+M(—2+—2>n1+# —2+—3 n2+u(—2+ 4 n3 i
ox  Ox dy  Ox

oz | ox oy
0ly  0Js 03 az3) (013 014) ov
.y ey 7 oy 7 A T i
+{ 1nz+u<ay + o )n1+u(ay + 2y ny+u o + 3y n3 2y
0y 0l dia 0l YV ow
—2 e W s ) s il
+{ 1ns+u<az + ax)nﬁru(ay + P )nzﬂt(az + 2 )n3} 2y
=0 (=d$5)eR' ony (42)
0y 0l 0y 023 YN ou
-y ey 20 ey 2 A e =
{ 1n1+,u( 0x + Ox )n1+#<6y + 0x >n2+u( 0z * Ox )n3} 0z
0y 0ds 03 az3) (513 624) R
.y = Rl EC) =
+{ ””“‘(ay +ax)"‘+“(ay+ay oty ) e
0y 0l dia 0l YV ow
— e W s ) s A W
+{ 1"3+“< 2z o )”1+“(ay % )"2+“< 2z o )"3} P
=0 (=083)eR' ony (43)

2.6. Shape modification

The variables 0S-S5 of Equations (41)—(43) make the sensitivity. When the surface S takes

extremal values, this sensitivity equals zero. By using the steepest decent method, the shape is
modified so that the sensitivity becomes zero:

Te
S(k+1)=S(k)+ﬁ/ oS dt, k=0,1,...€R3 on Yy (44)
fs
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The value of the coefficient  should be small enough in order to robustly converge to the
optimal coordinates and to avoid collapse of the mesh topology. The value is decided based on a
heuristic search method [32].

3. SMOOTHING

In shape optimization, meshes have been mainly analyzed by using 2D low-resolution models.
Shapes were optimized by controlling the nodes located on the surface. This approach is called
the mesh point approach [33]. Unfortunately, in the case of 3D high-resolution unstructured grid
(especially tetrahedral element), the mesh point approach does not work so well. As a node on
the boundary in a finite element is moved along the sensitivity, the smooth shape is lost and an
irregular shape is constructed [27]. As the surface becomes irregular, it partly causes a numerical
vibration in fluid analysis and negative volumes of mesh elements. In this study, Laplace smoothing
method is applied to the surface shape, as this method can be easily implemented [34-36].

> 08()Ag)
5S[i]=4z "
j A

Laplace smoothing method is one of the methods where the averaged movement amount of an
element is converted to the movement amount of a node. The variable §Sj;} shows the movement
amount of a node point i (in Figure 3). The variable 5§< jy represents the movement amount at
gravity position of element j. The variable A jy stands for an area of an element j. By updating the
movement amount iteratively, the deformed surface mesh is constructed. We noted the following:

Point A: In the case that some elements turned inside out when a node i moved to a new node
position, this node does not execute the move.

on y 45)

| s,

" Center of gravity
3 in the element j

i i
o
& /'
‘I"u r/‘
e
1™
| ,
|
| ™
| 3
- \
| %
|
|
|
o
FA
\
9
™,
™,

Figure 3. Smoothing on the surface of the object.
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Point B: The Laplace smoothing method is sequential. The number of necessary iterations
cannot be known in advance. If the number of iterations is relatively large, the sharp edges will be
smoothed out. On the contrary, if only a small number of iterations are applied, the awkward shape
of the surface will make the optimization calculations impossible. In this study, we empirically
choose to apply three smoothing iterations.

4. CONSTANT VOLUME CONSTRAINT

By using only Equations (41)—(43), due to the volume becoming negative, the object may cause an
unrealistic deformation. This problem can be overcome by considering constraints. In this research,
a constant volume constraint is implemented. Two approaches are considered.

Process A: By introducing a new adjoint variable, the constant volume constraint is added to
the Lagrange function. The sensitivity is modified to satisfy the constant volume constraint.

Process B: After constructing the optimal shape with respect to the cost function, this shape is
iteratively modified to satisfy the constant volume constraint.

In the former approach, the sensitivity at every shape step includes the constant volume constraint.
The constant volume condition could not be sufficiently satisfied by this approach [37]. In this
study, the latter approach is implemented. Line search method is applied to the constant volume
constraint. The function 4 (S) is defined as follows:

hSw)=VSw)—V©Swn), k=0,1,...cR! (46)

Minimizing the function /(S) means satisfying the constant volume constraint. To minimize 4 (S)
with maintaining the surface shape, the surface shape is deformed along an outward normal vector
Normal vector

[ I
Steepest decent method Line search method >
[

The volume of the modified shape is smaller than the volume of the initial shape ]

=

[ The volume of the modified shape is larger than the volume of the initial shape ]

Mesh
deformation

Mesh
deformation

Mesh
deformation

Outward

Mesh
deformation

Mesh
deformation

Mesh
deformation

Inward
normal vector
[

Steepest decent method Line search method
[

Figure 4. Volume constant.
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of the object as follows:
S(k),([_;_]) :S(k),(l) +ah(S(k),(1))n(S(k)), l:O, 1, .. E R3 on 7y (47)

The subscript (/) is the iteration number of the mesh deformation. As (/) is increased, the volume
of the deformed shape gets closer to the volume of the initial shape. n(S)) remains constant
while the subscript (/) is increased. The deformation amount is set to be small by multiplying a
coefficient « in the second term. The volume constant mechanism is shown in Figure 4. In the
beginning, the shape is deformed using sensitivity analysis based on the adjoint variable method. In
case the deformed volume is smaller than the initial volume, the volume is slowly increased along
an outward normal vector of the object surface by expanding the shape. In case that the deformed
volume is larger than the initial volume, the deformed volume is slowly decreased along an inward
normal vector of the object surface by suppressing the shape. In other words, this algorithm is
repeated until the deformed shape is in good agreement with the initial volume.

5. ROBUST MESH DEFORMATION

In the field of shape optimization, the mesh is mainly deformed by using the Laplace equation, as
the deformation of shape is rather small. The Laplace equation is as follows:

V2O(X)=0eR?® inQ (48)
te
0X)=4 / dSqdreR* ony (49)
Is
OX)=0eR?® onTw,In, g, s (50)

In this approach, the object’s surface is deformed to satisfy the Dirichlet boundary condition.
However, some elements might have partially negative volumes, causing the calculation to fail. To
robustly relocate nodes, the biharmonic equation consisting of the fourth derivative is applied to
deforming the mesh [38]

V*OX)=0eR® inQ (51)
te
0OX)=p / dSqdreR® ony (52)
Is
OX)=0eR® onTw,I'n,Tg, T (53)

6. DISCRETIZATION

This section describes the discretization procedure used in the present study. In the shape opti-
mization of an object located in a flow, the finite difference method and the finite volume method
have been generally employed since the 1980s. In this study, we use the FEM to discretize the
adjoint equation, sensitivity equation, and biharmonic equation.
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6.1. Shape function

Figure 5 illustrates a tetrahedral element, consisting of nodes i, j, k, and [. The shape function in
the element is defined as follows:

api+brix + iy +dpz

i =1,2,3,4 54
oV i (54

Npiy=

with
Loxpy oy 2

A1 YUl 2L

1
6V =det | (55)

X[kl Ykl <[k]
L oxpp oy oz

where V represents the volume of the tetrahedron. By expanding the other relevant determinants
into their cofactors, we have

X1 Y1 L) Loy oz

afip=det|xp)  yw o zkl|,  bip=—det|l oy zk
xXgooy 2 Loy oz 56)

o Loz xjpoyn 1

Clil = —det X[k] 1 Z[k]| s d[i]:—det X[k] Yik] 1 s i,j,k,l=1,2,3,4

xpp Loz xppo oy 1

with the other constants obtained by cyclic interchange of the subscripts in the order i, j, k,[. By
using a determinant form, we can obtain unknown variables as follows:

u(my = Nrijugiy + Nyjyugjy+ Nigupg + Niupn (57)

6.2. Discretization of the adjoint equation

In this study, the adjoint equation is solved by using the fractional step method. At first, the time
derivative in the adjoint equation is discretized as follows:

St D) ) 1 o) +D o (o™ i
i+l i+1 1 i+1 j+1 ..
= —— +V—| —+ s L, =172’3 58
At P 0x; 6)(]' 6)Cj 0x; / %)

where At represents the time step. For the convenience of the following discussion, an intermediate
velocity 4,41 (i=1,2,3) is defined as follows:

oam - 5

i1 =20 Ay — [ = ) j=1,2,3 (59)
6xj 0xj 6x,-
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Figure 5. An element (four node tetrahedron) in the mesh.

Applying the divergence to Equation (58) and using Equations (23) and (59), a Poisson equation
for the adjoint pressure is derived as follows:

6zl§n+1) s 62)&;14—1) . 821&"4_1) ) 8’12 n 6}3 n (3’/\1’4 i i=1.2.3 (60)
| == - — 1, 1, ]=1, 4,
Ox2 0y? 0z? At\ ox dy = 0z !

Substituting Equation (59) into Equation (58), an equation for updating the adjoint velocity vector
can be obtained as follows:

+1

A(n-‘r—l) Z'Z At allgn :

i+1— — >
i+1 p axi

By using the weight function (/1;-", i=1,2,3,4), the residual equations are derived as follows:

i=1,2,3 (61)

- ore, [aim
Ve dQ:/ﬂf-“ 2 dQ—At/ il 2, T g0, i i=1,2,3 (62
/;zt+l +1 0 i+17%41 v o a)Cj axj Ox; LJ (62)

o7 oty p Jho  l3  0Ola
- dQ:__ i* —+ +— de .:19273 63
o Ox; Ox; At _/g; "\ ox dy 0z : (©3)
- At 6/1(”-"_1)
ES ’\(n"l'l) 1% bl * 1 /
; ) dQ= ; ir1dQ— — F o ——dQ, =1,2,3 64
/£2A1+1/Ll+1 /Q/“Hrl/“‘i'l P /Q o i (64)

where the Gauss—Green theorem was used to derive these equations. The integral term with respect
to I' is zero because the natural boundary condition is satisfied. The form of the weight function
is assumed to be the same form as the unknown function. Upon substitution of Equation (57), the
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residual equations (62)—(64) are transformed as follows:

/Q N Nip dQ4; 1 1)

= fQ Ny Nig) int('r—:-)l,[ﬁ]

ON[y ONipy ) Ny ONg) o
_Atv{_/g< ox;  Ox; dQ’IiJrl,[[f]Jr/Q x; ox; dQA 7 g

i,j=1,2,3, o, f=1,2,3,4 (65)
0N ONW ot ) P/ ONipgy o~ .
—= dQ =—— | Npyy——dQA; s, i,j=1,2,3, a,f=1,2,3,4 (66
o Ox; Ox; "L At Jo Lo 0x; st %P (66)
At ON
Ny Nygy dQ2Hh = / Ny NygydQath = f N =1 4D
/;2 [l V] LI ), o]V [B] i+1,[p] 0 Jo o] ox; 1
i=1,23, o, p=1,2,3,4 (67)

The local matrices in the finite element equations (Equations (65)—(67)) are converted to a global
matrix, which is solved by using the HEC-MW solver [28]. We take the same approach for the
state equations.

6.3. Discretization of sensitivity equation

In this section, the algorithm to obtain the sensitivity is shown in a 9-step procedure.

Step 1. According to the HEC-MW text format, the connectivity with respect to the boundary
7y is made [28]. The mesh data structure contains a list of nodes and a list of elements. The
former contains nodal coordinates, while the latter contains node indices, in order to describe the
connectivity of the mesh.

Step 2: Both an element (four nodes i, j, k, /) and a surface are selected by using the connectivity
data.

Step 3: The coefficients a, b, c,d (Equation (56)) are calculated.

Step 4: Partial differentiations in the sensitivity equations are computed. The partial differenti-
ation of u with respect to x, for example, is determined as follows:

(a—u> = bpiyugiy +byjyug j+brauik) +buupn = buyup, (68)
Ox (m)

where (m) shows the element number and [i], [ ], [k], [/] show the node numbers. The state variable
u has been already obtained using the state equations. As shown in Figure 5, the nodes [i], [j], [k]
are on the surface y and the node [/] is in the space. By using the boundary condition in Table I,
up1, ugj1, U] become zero. Equation (68) is the value of the element (m). The value of the element
(m) needs to be converted to a value of a node to calculate the sensitivity.

Step 5: The partial differentiation value at an element is divided into the three node values (i, j, k)
in proportion to the surface area. In the data structure of HEC-MW, the value (sensitivity equation)
of the node and the cell area as shown in Figure 5 cannot be obtained directly, while the value of
the node can be partly calculated by using the value of the element. The node i, for example, is
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connected to six elements as shown in Figure 5. The sixth part of the value corresponding to the
node i, j, k can be obtained as follows:

(3_“) Agm) 69)
@x (m) 3

where A, indicates the surface area in element (m). If the area of element (m) is large, the value
of the partial differentiation in element () is dominant at node [i].
Step 6: The area in element (m) is divided into three cells:

Am)

3 (70)

Step 7: Steps 2-6 are repeated for all surfaces.
Step 8: The partial differentiation of u with respect to x is obtained as follows:

ou ou A ou A ou A
-3, () 5 (5), 5
6)(' [i] ax (m) 3 ax (m+1) 3 @x (m+2) 3

0 A 0 A 0 A
+(_”> M+(_”> <m_+4>+<_“) ) (g1
0x ) m2y 3 0x ) sy 3 0x ) mys) 3

where the value of the node i can be obtained by summing parts of the value after finishing step 7.
The other terms in the sensitivity equations are obtained in a similar way.
Step 9: The sensitivity S at every node is calculated. 0S5, for example, is determined as follows:

OA oA oA
0S1.1i1= —)»1,[i]n1,[i]+2u<—2> ni i+ i ( 2) +<—3> n2.[i]
0x /i oy Jin \ 0x Jqj
oA 6}
+u <—2) 4 n3 [i]
aZ ,‘]
) )
{ A11i172, 1] +“{(a_2) +( 3) }nl,[i]+2u(a—3> n2,[i]
[i] [i] Y /i
4 }

03 8}
+u e n3,[i]
2 [z] [i] [z]
04 ) 04 )
{ 113,10 —|—,u{( 2 +( 4) }nlp +,u{(a4) +(6_3) }nz,m
il i1 Y /il 2 /1
+2u (”4) (a“’) (72)
n3i -
e A

This approach is also applied to the drag on the surface and the normal vector on the surface.
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6.4. Discretization of the biharmonic equation

In this subsection we describe how to solve the biharmonic equation. Equation (51) can be
decomposed into two second-order partial differential equations as follows [38]:

’e e o ~
0 _5

ol o in (73)

0 6 0 ,
- — — =0 inQ (74)
ox2  0y? 072

where © indicates the intermediate displacement. The present implementation follows a Galerkin
finite element procedure. The discrete equations are given by

/(6(9*@—{—8@*@—#6@*@)&2
o\l dx 0x 0y dy 0z 0z

’0 00 00 ~
—/ (@*0—n1+®*—n2+®*—n3)dF:/ 0*0dQ (75)
r Ox dy 0z Q

00" 00 00" 0 00" 00 <00 <00  ~,00
/ —+t—=——+ — dQ—/ (€] 0—n1+® —n+0® —n3 |dI'=0 (76)
o\ Ox Ox dy 0Oy 0z 0z r ox dy 0z

Assuming the second terms on the left-hand side of Equations (75) and (76) to be zero, these are
transformed by Equation (57) as follows:

/Q(b[a]b[},]-l—C[aJC[hJ-I—d[ajd[bj)dQ@[bJdrz/QN[aJN[deQ(:jlb], a,b=1,2,3,4 77

/g; (b[a]b[b] +ClaiCrp) —}-d[a]d[b]) dQ(:j[b] dI'=0, a,b=1,2,3,4 (78)

Equation (78) under the boundary condition (Equations (52)—(53)) is first solved by using the
HEC-MW solver to obtain the intermediate displacement ® at each x, y, z. Then, Equation (77)
under the boundary condition (Equations (52)—(53)) is also solved by the HEC-MW solver to
obtain the displacement ® at each x, y, z. Using the obtained displacement values, the coordinates
of all nodes are updated.

7. IMPLEMENTATION

7.1. Shape optimization algorithm

The algorithm of the shape optimization method is shown in Figure 6. Before executing the
algorithm, the state equations are solved until the flow field reaches the steady state.

In the first phase of the algorithm, the state variables (WEZ;) are calculated by using the state
equations. The state equations are solved from the test of start time to the test of end time. All the

nodal values of the state variables (WEZ? ) are stored at every time step.
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Figure 6. Optimization algorithm by the adjoint variable method.
Copyright © 2008 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 2008; 58:119-159

DOI: 10.1002/fid



138 K. SHINOHARA ET AL.

In the second phase of the algorithm, the adjoint variables (k(z)) are calculated by Equations
(23), (33), (36), and (39) from the test of start time to the test of end time. The adjoint equations,
which include the time derivative, are also solved until the adjoint flow filed reaches the steady
state. All the nodal values of the adjoint variables (183 ) are saved at every time step. These data
are stored as files.

In the third phase, the sensitivity at every time step is calculated by using the saved files
containing the adjoint and state variables. The sensitivity represents the displacement of the nodes
on the surface of the object. The sensitivity must have a small value in order to robustly converge
to the optimal coordinates and to avoid collapse of the mesh topology.

In the fourth phase, the shape is modified by using the time integral sensitivity. The optimization
method is the steepest descent method. After that, the nodes of the mesh are relocated according
to the time integral sensitivity. The node relocation is performed by using the biharmonic equation
(see Section 5).

In the fifth phase, the shape is modified in order to satisfy the constraint of constant volume.

In case the shape converges to the optimum, the result is outputted. In case the shape does not
converge to the optimum, the algorithm returns to the first phase.

7.2. HEC-MW

Parallel computing requires some unique techniques such as the domain decomposition, message
passing, vectorization, etc.

This extra work is very burdensome for application developers; the implementation is very time
consuming and often causes numerous bugs. In addition, since recently available architectures vary
from PC clusters to SMP clusters, the optimization strategies to make the best use of the hardware
are no longer unique. For developing the parallel finite element fluid analysis code, the present
study employs ‘the HEC middleware (HEC-MW)’ [28], which has been developed within the
project of ‘Frontier Simulation Software for Industrial Science’ at the Institute of Industrial Science
(IIS), the University of Tokyo, as a research project of IT-program under Research Revolution
2002 organized by Ministry of Education, Culture, Sport, Science and Technology, Japan.

The HEC-MW is a hardware-independent platform, which extracts patterns of calculation
processes and common interfaces of unstructured grid simulations. A program developed on a
PC is automatically optimized for each high-end machine by plugging in the installed HEC-MW
(Figure 7).

| 1/0 o

N — =l

3 . =

3 Matrix Assemble N

Matrix Assemble N 8

L 2 =

o Linear Solver =

Linear Solver = =

3 3

_ = % Visualization ©
Visualization S

Figure 7. Utilization of HEC-MW.
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Figure 8. Domain decomposition.

By simply installing HEC-MW and calling the appropriate subroutine, complex computations can
be performed. Thus, HEC-MW enables the development of portable and highly reliable simulation
code.

7.3. Parallel computing by using domain decomposition and CRS format

By using HEC-MW, the calculation load is processed in parallel, on a PC cluster environment
consisting of eight CPUs. As shown in Figure 8, the computational domain is divided into eight
parts, which enable distributed processing on eight CPUs in the PC cluster environment.

The ‘hecmw-part’ from HEC-MW is used as a partitioner for domain decomposition. From the
decomposition method, it provides METIS (based on the graph theory and RCB (based on the
recursive coordinate bisection)). We selected the former.

From the point of view of memory organization, parallel computers can be either of shared
memory type, where all processors share the same memory, or of distributed memory type, where
each processor uses a different memory. The shared memory type organization may perform slower
due to processors competing for reading or writing. Because of this fact, the distributed memory
type has been adopted. Data for different domains are stored in different memories. In order to
maximize performance, unnecessary data communication has to be removed. HEC-MW extracts
non-zero elements from 2D matrices and compresses them to 1D vectors which do not include
zero elements. This matrix storage format is called compressed row storage (CRS).

8. SHAPE OPTIMIZATION OF OBJECTS IN FLOW

8.1. Calculation model and conditions
The calculation conditions are shown in Table II. The mesh is shown in Figure 10. The mesh

resolution is 121 240 nodes and 701 771 elements. The element type is 4-node tetrahedron element.
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Table II. Analysis conditions.

Parameter Value
Density IOO.Okg/m3
Viscosity 1.0Pas
Inlet velocity 0.01m/s
Cylinder volume 2.30m3
Number of elements 701771
Number of nodes 121240
Time step size 0.001
Start of test time 300s
End of test time 301s

The cylinder surface is shown in Figure 11. Here, views I-III show viewpoints and these are
associated with the ones in Figure 2. Cylinder analytical model is divided into 72 sections along
circumferential direction and 120 sections along the longitudinal direction.

8.2. Verification of the robust effects on mesh deformation using Biharmonic equation and
Laplace equation

To verify the robust 3D mesh deformation by using the biharmonic equation, element volumes
in the mesh and the aspect ratio of element volumes by biharmonic equations are compared with
those by Laplace equations. A tetrahedral element in the mesh is shown in Figure 9. Circles and a
triangle in the element show the node points and the barycentric position of an element. Distances
between the node points and the barycentric position are denoted as a, b, ¢, d, as shown in Figure 9.
We assume that a is the maximum length and b is the minimum length. Aspect ratio is defined as
follows:

b
aspect=—(<1) (79)
a

The element is close to regular tetrahedral in case the aspect ratio in the element is close to 1,
while the element is far from the regular tetrahedral in case the aspect ratio is far from 1. The
aspect ratio should be close to 1 because it preserves the calculation accuracy in fluid dynamics,
and it prevents the creation of distorted unusable elements.

The problem of a moving cylinder is used as a test problem. The initial mesh is shown in
Figure 10. The circular cylinder moves to the right along the x-axis (Figure 11). Figure 12
(translation, ‘+2”) shows mesh relocation using Laplace equation. The mesh lines are partly crossed
and there are triangles with negative areas. Figure 13 (translation, ‘+2’) shows mesh relocation
using biharmonic equation. Node relocations in the mesh can be executed. Comparing with node
relocations using Laplace equation, the tetrahedral elements remain undistorted.

Figure 14 shows the aspect ratio distribution histogram. The horizontal axis represents the aspect
ratio with respect to sections. Sections are obtained by dividing the [0, 1] interval in equality-sized
region of length 0.05. The vertical axis shows the member of elements for each section. Summing
the elements in all sections gives the total number of elements 701 771.

By comparison with the aspect ratio histogram for the initial mesh, it was observed that the
histograms for the deformed meshes are shifted towards the origin, showing an increase in the
number of irregular elements. It can also be seen that the deformed histograms are very similar.
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Tetrahedral element

Center of gravity

Figure 9. Tetrahedral element.
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As mesh relocations using the Laplace equation can generate elements with negative volume,
resulting in the failure of the FEM, we applied the biharmonic equation, which does not exhibit
such behavior.

8.3. Parallel computing using HEC-MW

PC cluster specifications are shown in Table III. In Figure 15, the graph of the calculation time
is shown. The vertical axis shows the total time to reach the optimal shape. The horizontal axis
shows the number of processors. In Figure 16, the vertical axis shows the speedup. The horizontal
axis shows the number of processors. In the case of one CPU, 296.9 h (about 12 days) are needed.
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Figure 12. Mesh deformation using Laplace equations (translation +2) (View II).

In the case of eight CPUs, calculation time is 43.2 h. As shown in Figure 16, the achieved speedup
is 6.6 compared with that of one CPU.

As described in the adjoint variable method algorithm, file I/O is performed at every time step.
The amount of time required for solving the finite element equations (Equations (65)—(67)) by CG
and for file I/0 is shown in Table IV. In the eight CPU case, the file I/O time is about % because

the file capacity per 1 CPU reduces. The solver time is about % compared with one CPU case.
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Figure 13. Mesh deformation using Biharmonic equations (translation +2) (View II).
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Table III. PC cluster

(for a 1PE (processor element)).

Specs

CPU
Memory
HDD
Network card

3.0 GHz (Pentium4 630)
2GB
80GB
Gigabit ethernet
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Figure 15. Total computing time (by the mesh in Figure 10).
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Figure 16. Parallel speedup of shape optimization algorithm (by the mesh in Figure 10).

Table IV. Processing time (per one time step) (by the mesh in Figure 9).

CPU File output time Solver time
1 0.625s 9.20s
0.084 s 2.03s

The implementation of parallel processing is specially important to reduce the file I/O processing
time in the adjoint variable method algorithm.

8.4. Calculation results

The flow on the initial shape is shown in Figure 17. The fluid velocity, which flows in the boundary
I'w, decreases around the cylinder. The drag coefficient of the initial shape is calculated as follows:

[

—pn hLITEURGG, 7 0 I

P T )M Y 2%0.219

Cp= = =14.6 (80)
pU2(DL) 100 % (0.01)2(1 x 3)

Copyright © 2008 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 2008; 58:119-159

DOI: 10.1002/fid



SHAPE OPTIMIZATION USING ADJOINT VARIABLE METHOD 145

(a-1) z=1.5 section

(a-2) y=0 section

Figure 17. The streamline of the initial shape.
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Figure 18. The mesh of the optimal shape.
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(a-1) z=1.5 section

(a-2) y=0 section

Figure 19. The flow field of the optimal shape (301.05s).

where U is the flow velocity past the cylinder, L is the cylinder length, and D is the cylinder
diameter. This coefficient is almost in agreement with the coefficient derived by theoretical equation
as follows [39]:

8n 8x3.14

C = = —
P ) T In(Re/8)  1—0577—In(1/8)

12.54 (81)

where 7 is Euler’s constant, and Re is the Reynolds number based on the diameter of the cylinder.

As the computed value of the drag coefficient (Equation (80)) is slightly different from the
theoretical one (Equation (81)), the dependency of the error on the grid size has been investigated
using three different mesh resolutions as shown in Figure 21 (nodes: 9442, elements: 46 268), in
Figure 22 (nodes: 46274, elements: 267 888) and Figure 10 (nodes: 121 240, elements: 701 771).
The drag coefficients under steady flow are shown in Figure 23. The vertical axis in the graph
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Figure 20. Comparison of the optimal shape (301.05s).
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Figure 21. Mesh (node: 9442, element: 46268).

shows the drag coefficient of the cylinder, and the horizontal axis shows the total number of nodes.
The theoretical drag coefficient given by Equation (81) is shown by a thick continuous line. If the
mesh resolution is low, the calculation result is not in good agreement with the theoretical result.
As the grid resolution becomes higher, the calculation result gets closer to the theoretical one.
Therefore, the reliability of the CFD scheme depends on the grid resolution of the finite element
mesh. By using this mesh size (nodes: 121 240, elements: 701 771), we try to make an optimal shape
under Stokes flow. The flow speed on the cylinder surface is zero by the non-slip condition. The
flow vectors in the computational domain have symmetry along the x-axis. Uniform streamlines
are generated along the z direction of the cross section (y=0.0). The sensitivity distribution of
the initial shape is shown in Figure 24 (upper left). The optimal shape is constructed by using the
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BRI

Figure 22. Mesh (node: 46274, element: 267 888).
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Figure 23. Drag coefficient.

sensitivity. This sensitivity is a vector on the surface from the initial shape to the optimal shape.
Sensitivity distribution is elliptic and is constructed from the outside to the inside of the cylinder.
Comparing with both the front and the back of the cylinder, large sensitivities are obtained at the
sides of the deformed cylinder. As the shape step advances, the sensitivity distribution reaches
zero and the initial shape reaches the optimal shape, as shown in Figure 24. The optimal shape
is shown in Figure 17. In a cylinder shape, the viscosity considered inside the cost function is
decreased whereas the pressure is increased. In a board shape, pressure is decreased whereas
viscosity is increased. Therefore, an elliptical shape between the cylinder shape and the board shape
is constructed to decrease both viscosity and pressure. In Figure 20, Pironneau’s optimal shape
is represented by the continuous line while the result obtained by this calculation is represented
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Figure 24. The history of the sensitivity distribution (by the mesh in Figure 10).
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Figure 25. Convergence behavior of cost function (by the mesh in Figure 10).
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Figure 26. Volume of cylinder (by the mesh in Figure 10).

by dots. The optimal shape obtained in this study is almost in agreement with Pironneau’s results
under steady flow by using stokes equation, but the difference between the two lies in the sharp
regions located in the front and back of Pironneau’s shape (Figure 18). The streamline of the
optimal shape is shown in Figure 19. The 3D flow is not generated in the case of the optimal
shape. The history of the cost function and volume with respect to the shape step is shown in
Figures 25 and 26. The cost function converged to the optimal value after about 20 shape steps.
The cost function of the initial shape was decreased by about 25%. This reduction rate is almost
in agreement with reduction rate of 23% obtained by Sano and Sakai [13].

9. CONCLUSIONS

To reduce the drag on an object under Stokes flow, a shape optimization method based on an adjoint
variable method and several related techniques (parallel computing, smoothing, mesh relocation,
constant volume condition) was presented. A versatile shape optimization technique was developed,
which is able to robustly construct the optimal shape. Aiming at applying the proposed method
to actual complex mechanical structures, the present optimization method was formulated based
on the finite element method. The discretization procedure based on the FEM is more feasible for
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applying in complex structures than the one based on the finite difference methods. In general, one
needs to store the pressure and the velocity information at every time step to implement the time-
dependent adjoint formulation. By using the parallel computing library HEC-MW, the large data are
automatically distributed to every node in the PC cluster environment. Shape optimization analysis
could be executed even if the mesh was in high resolution. Biharmonic equation techniques and
smoothing technique to robustly deform the mesh were also implemented in the shape optimization
algorithm. A wide area search of optimal shape was enabled by the present algorithm.

Using the present shape optimization technique, a cylinder was optimized to reduce the drag.
The optimal shape obtained here was almost in agreement with the one obtained by Pironneau.
By the shape optimization, the drag on the cylinder was decreased by about 25%. This reduction
ratio was in reasonable agreement with that presented in the literature.

APPENDIX A: TRANSFORMATION OF LAGRANGE FUNCTION

The Lagrange function (Equation (14)) is transformed to derive the adjoint equation and the
sensitivity equation. By applying the Gauss green theorem, the second term of Equation (13)
becomes as follows:

6 0
/ / ;1(0" v w)det
i Jos) \ox
1 [l N
=—/ / )vlu,-n,'dl"dt——/ / M dQdr, i=1,2.3 (A1)
pJi Jres) pJi, Jas) oxi
The other term of Equation (14) is as follows:
ouj 10 0 (Ou; Ou;
/ / it 1{_1___17_”_( uj+ - )}det
QS) ot 1% Ox; Ox j O0x; Ox j
0y 0A3 OA 1
// /Ll_H—det—// Al+1pn,—drdt+// ( 2 A3+ 4>p dQdr
Q(S) ot r() Qs) 0z
fe 0 0 ; li 0 0 i
+/ / v/ll-+1< oy S ) dth—v/ / & “( et e )der
. JI(S) 0x; 6xj as) Ox; \0x; 0x;
07, 0y 023 04 1
=—/ [l dQ+// il det—i—// ( < 3+ 4)p—det
s) Q(s) Qes) 0z p

ou 6141 e 6/1{+1
Aiv1y——n;+v (—J+—)n-}drdt—v/ / (uin;+u;n;)dl"dr
/ /I"(S) a { l oxi oxj ) i Jrs o Y

fe 0 04 0 04
—|—v/ / <—l—+1u,~+—l—+luj>dﬂdt, i,j=123 (A2)
. JoE) \0x; 0x; Ox; 0x;
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The p,u, v, and w terms in the integrand of Q term are arranged by using the following equation:

Ie "l.
V/ / OAit (u,‘nj-i-ujl’l,‘)drdt
s JI

©) Ox;
Y, ol
_v/ / ( S i+ I ,)drdt
T(S) 5)(1 6)61
Y, 0,
_v/ / ( Al J*‘)u,-njdrdt (A3)
T'(S) 5)(] ax,'

e 0 04 0 04
V/ / (—l—Hui-l-—ﬂuj)det
. Jo©) \0x; Ox;j ox; 0Ox;
fe / 04
s Jas) \0x; Ox; 0xj Ox;

[ 7. a
:v/ / uii(M+ ‘J“)dgd (A4)
t Q(S) 5)61' 6xj (’Bx,

Equation (15) is derived after the transformation and the arrangement.

APPENDIX B: TRANSFORMATION OF SENSITIVITY EQUATION

The Lagrange function (Equation (40)) is differentiated with respect to space coordinates in order
to derive the sensitivity equation:

oL 10 0 (0 ou ;
(S) f / {———pnﬂ—vﬂ— (—u+ﬂ>nj}dydt
Oxy 2(S) 0 Oxx Oxx \0xj  0Ox
/ / {_3@ v(ﬁ_u%)%}dm
S L P Oxg Oxj  0x ) Oxi
02 Ou; Ou;
/ / “{ n,-—{-v( i ) }dFdr
rs) Oxk oxj  0x;
fe 10p 0 (ou; Ou;
—}—/ / Ai {———ni—i—v—( + j)n-}dFd[
ts JI(S) +1 0 Oxy Oxk \0xj;  0x; /
1 i ;i Ouji\ on;
/ / m{ oni 4y (6“ + ”’)Oﬂ}drdz
I'(S) OXk Oxj  0x;) Oxi
0 0l ol
/ / ﬁ{—ﬂnﬂrv( fly AJ—H)n,'}dth
r's) Oxk 0x;j ox; :
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fe 04 0 (04 0Aj
_/ / ui{——lni+v—( H—i— /Lﬁl)nj}dl"dt
ts JI(S) Oxk Oxi \ 0Ox; Ox; :
e A i Ai 0A; on ;
—/ / ui{——la” +v(a o ’“)ﬂ}drdz
. JIT(S) p Oxk 0x; ox; ) Oxy
0 03 0 0 03 0
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k,i,j=1,2,3 (B1)

The 10th term and the 12th term in the above equation can be transformed as follows:
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By using Equation (B2), Equation (B1) is transformed as follows:
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0 A 04 0A;
// i{——ln,w( i ’*‘)nf}drdt
() axk axj' axi ’
fe i 0%i1 | OAjy1) On;
—/ / ui{—l—lén +v(0f“+ ’”“)ﬂ}drdt
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/ / OZi+1 {_%_l@p _H,i (%—}—%)}det:O
Q(S) Oxy ot pax, axj' Ox; axj

i,j,k=1,2,3eR! inQ (B3)

A time ¢ and domain Q integral term above the equation satisfies Equations (23), (33), (39), (38),
(17), (18), (19), and (20) over Q. This part term in the above equation is as follows:

)
// (012 6,13+a4> “dQdi=0eR' inQ (B4)
) Oxk dy 0z
e [ Gup [ 1ok 0 [dhj4 Ok
/ / ﬁ{ fel L, 2 <ﬂ+ﬂ)}dgdt=OeR1 inQ (B5)
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e i 1 0 (ou;
/ f a’”“{—%——ap +vi< ”J+a”’>}dgdz_0eR1 in Q (B)
Q®©) Oxk ot pdx; Ox; \0x; Ox;

Since Q term in Equation (B3) should be satisfied at arbitrary space, this term should be equal to
zero. Thus, we obtain

ou;(ts, X ou; (te, X .
G (.0 25X G e 2i0e X g0 (BS)
Oxy, Ox

By using Equations (30), (35), (38), Zi+1(ts, X) #0, and 4;+1(te, X) #0, we obtain

oui(ts,X)  Ou;(te, X)
Oxy Oxy

—0cR! inQ (B9)

In order to satisfy the above equation, the value of the state variable at the end time 7. must equal
the value at the start time 7, in the computational domain €. The state variable as the start time
and the end time is set as:

ui(ts, X) —u; (t, X)=0€R! in Q (B10)
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A boundary ¥ term in the above equation is as follows:
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For the boundary I'y,, by using the normal (n; n, n3)=(1 0 0), we obtain
ony Ony 0
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By using Equation (27), we obtain
ap 0 (Ou; Ouj
Ai — | — i1=0 r B13
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By using Equations (29), (34) and (37), we obtain
ou 8/1‘4,_1 o i+1
—a—’{—ﬂvln,ﬁtu( a;j 6jc,~ njt=0 on Ty (B14)

By using Equations (B12)—-(B14), we understand that Equation (B11) is satisfied. The other

boundaries are also satisfied in a similar way.

The boundary y term in Equation (B3) and the definition Equation (1) are as follows:
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By using the boundary condition A=(1,0,0),u=(0,0,0) on the surface y, Equation (B15) is as

follows:
/ / { 10p A 0 (6u+6u]~) }ddt
__r LY,
y© L p Oxg " Oxx \Oxj  0Ox e

_f/ _pm (@_u 0_1)% dydr
ts J7(S) P 6xk Ox j 8xk

' * 0x
fe d du  ouj\ on;
+/ / —£ﬂ+v<—”+ﬂ>ﬁ dydr
t 7(S) P axk 0x Jj ox @xk
te a ) 6 )
+f/ _£%+v(a_”+ﬂ>ﬂ dydi
s Jys) L P Oxk oxj  0x ) oxi

Ou; 2 04 02
/ / i { ﬂni—i-v( Al+l+ /L]H)nj}dydtzo
7(S) OXk 0xj Ox;
i,j,k=1,2,3 (B16)

In this study, the domain of optimization is the boundary 7. The boundary y satisfies the non-slip
condition of the boundary y (Table I) and Equation (25). By using these conditions, Equation (B16)
is transformed as follows:

“i zln,+u(‘—“+ J“)n,- =0, i,j,k=1,2,3 ony (B17)
6,C ax]' Ox;

For the above equations, the sensitivity equations (Equations (41)—(43)) are derived. Boundary
conditions ¥ can be assumed to satisfy Equations (29), (34), and (37) by using 4; =0 and
Equation (27) as shown in Table I, while the boundary y (the surface) cannot be assumed to
satisfy Equations (29), (34), and (37) because traction on the boundary y is generated by the
adjoint flow.
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